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Abstract

Flotation rates of the major S; 0-12 low-
density lipoprotein component in human serum
may be calculated from ultracentrifuge data
utilizing two computer programs. Omne program
caleulates a classical moving boundary uncor-
rected flotation rate by a best fit straight line for
the points (In x;, »?t;). The other program per-
mits eorrection for concentration dependence and
correction to standard reference conditions. Pre-
liminary application of these methods indicates
significantly greater flotation rates in normal
human females than in males for the 35-49 year
age group.

The significance of interrelationships between
the serum lipoprotein spectra, the serum lipids
and the serum proteins is considered, resulting
in the development of a revised method of mea-
suring serum proteing by precision refractometry.
The refractometric measurement is corrected in
accordance with (any of various) lipid measure-
ments in order to account for the contribution
of lipoproteins to the total refractive increment.
Such a technique, giving potentially a very ac-
curate protein measurement, has application in
screening studies involving abnormalities of both
serum lipoprotein and serum protein metabolism.

Introduction

LTHOUGH SERUM LIPOPROTEINS have been analyzed
Aultraeentrifugally for well over a decade (1),
the recent availability of high-speed computers of
large memory permits more extensive lipoprotein
analyisis. Such a method for computer analysis of
the low- and high-density lipoprotein spectra is pre-
sented in detail elsewhere (2). However, this tech-
nique can be used in combination with additional
computer programs for both the caleulation of flota-
tion rates and for serum protein analysis. These
serum parameters may be of importance in evaluating
more fully the metabolic role of the serum lipopro-
teins and the serum lipids they transport.

Experimental

All preparative and analytical ultracentrifugal
analyses were made according to the procedure de-
seribed by Ewing et al. (2). Measurements from the
schlieren curve for use in calculating flotation rates
were made on a fivefold enlargement of the original
film.

‘Observed flotation rates are dependent on lipopro-
tein concentration, on temperature, and on density
of the solution. As temperature and density are care-
fully controlled, the major correction is due to con-
centration. We are able to approximate these cor-
rections for the peak flotation rate using a special
computer program (2). The correction for concen-
tration dependence is made for each lipoprotein class
by the relationship F =F,(1-KC), using a value
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of K=0.89 X 10* (mg/100 ml)-!. Additional cor-
rections to the standard conditions of temperature
and density (p, and », are the density and viscosity
of 1.745 molal NaCl at 26C) are made yielding a cor-
rected S;! value from the following relationship:
St=Folps—)y/(p — o)y, where p and 5 are the
actual density and viscosity of the solution in ana-
lIytic run and o is the hydrated density of lipoprotein
class under consideration. Although this program is
primarily concerned with the computation of concen-
trations for the various flotation rate classes of lipo-
proteins using data from schlieren films, it will also
accept as input data a measure of peak position from
the base-of-cell as observed in the 30’ up-to-speed
(UTS) schlieren frame. Using this value, the pro-
gram computes the uncorrected flotation rate of the
peak, an S;: rate corrected for the effect of concen-
tration and density, and the ratio of corrected to
uncorrected rate.

Provision also is made in the program for correct-
ing run temperatures which differ from the standard
26C; however, there are difficulties in evaluating tem-
perature, particularly during the early period of the
run. Therefore, temperature correction at this time
is based on mean rotor temperature as measured be-
fore and immediately after the analytic run. With
analysis at 52,640 rpm, the actual rotor temperature
during the run is approximately 0.7C lower than this
value, primarily the result of adiabatic cooling of the
rotor (3) during acceleration. Because of the un-
certainty of real cell temperature, corrections for
these cooling effects have not been made in our pres-
ent data. Since the density of the run is normally
quite close to the standard density of 1.0630 g/ml,
the usual effect of the density correction is relatively
small. The slowing effect of concentration on the ob-
served flotation rate, however, may be as much as
one Svedberg. Thus, the corrected St rate of the peak
is substantially greater than the observed flotation
rate.

Although the program also corrects observed con-
centrations for the Johnston-Ogston (4) effect, no
attempt has been made in the current version to in-
corporate this correction in the corrected peak rate.
Since this correction distorts the observed schlieren
pattern, it can, potentially, change the peak position.

Moving Boundary Flotation Rate

Since the above method is based on a single mea-
surement of peak position and is very sensitive to the
correct selection of base-of-cell position, we have also
developed a program to analyze peak flotation rates
by the classical moving boundary method (5,6). This
programs accepts data from several schlieren frames.
In this case, peak position is measured not from the
base-of-cell but from the knife edge (standard refer-

1 8¢ rate is defined as Svedbergs of flotation, measured at 26C in a
medium of 1.745 molal NaCQl (p/26 = 1.0630 g/ml). TFlotation rates
corrected for the effects associated with concentration dependence are
indicated by the symbol S8f. F rate denotes a flotation rate measured
at any other density.
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ence position). Using these measured distances x; and
the times of the associated frames t;, the program
computes the best fit (least squares) straight line for
the points (0?t;, In x;). As shown in Figure 1, the
slope of this line is the uncorrected flotation rate of
the peak. Actually, such points would be fit better
by a slightly curved line. In general, if best-fit slopes
for early and late frames from the same run are sepa-
rately computed, the early frames show a slightly
higher flotation rate. Thus, the flotation rate com-
puted from the 8- 14-, 22-) and 30-min UTS frames
is about 0.2 Svedbergs faster than that computed
using the 30-, 48-, and 64-min frames. Such time de-
pendent factors as increasing radial concentration
and slight differences in deunsity within the cell might
be expected to cause slowing of about this magni-
tude. In addition, the behavior of a continuous dis-
tribution of inhomogeneous macromolecules, such as
the low-density lipoproteins, is incompletely defined.

This method also permits the program to solve for
the base-of-cell position. Regardless of the frames
used, and allowing for some uncertainty about the
equivalent UTS (up-to-speed) time, the calculated
base-of-cell position can be displaced from the ob-
served base-of-cell by as much as 0.2 mm in the diree-
tion of the knife edge. A part of this displacement
may be attributed to cell tilt (7), estimated to be
the order of 0.1 mm. In addition, the presence of an
inconspicuously small amount of sedimenting lipo-
protein or protein can give rise to a false base-of-cell
that moves out slightly from the true base-of-cell as
a function of time. As a consequence of this discrep-
ancy, the uncorrected flotation rates computed by the
best-fit moving boundary method may be significantly
faster than those computed from the single measure-
ment from base-of-cell in the 30’ UTS frame. To ap-
proximate corrected best-fit flotation rates we multi-
ply the uncorrected best-fit rate by the corrected-to
uncorrected ratio computed by the first program.

A typical calculation utilizes data from 3 to 6
schlieren frames. As shown in Figure 2, the program
also computes the deviation of each point from the
best fit straight line and then recalculates the slope
by successively omitting the most deviant value until
only two points remain. Such presentation of the
data allows frequent detection of both reading errors
and subtle cell leaks.

Results and Discussion

‘We have used these computer programs to analyze
schlieren data from small normal nonfasting male
and female populations. Since not all serum samples
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VOL. 43
FILM 16573D, FACTOR = 11.64
FRAME  DX(CM) T*W**2 INGO D LN(X)
5 1.84  0.001459 196864 —0.00037
6 233 0002552 1.96274 —0.00022
7 293 0.004011 1.95548  0.00057 =ei—
8 3.2 0.005470 1.94705  0.00021
9 510  0.008751 192874  0.00003
10 640 0011668 191238 -0.00022 > CALC. #1
BEST FIT FLOTATION RATE = —5525
BASE OF CELL/  UTS DX(CM) ABS R
1733 099 7.234)
1833 098 7.2349 _J
FRAME  DX(CM) T*W+**2 LIN(X) D LN(X) N
5 1.84 0001459 1.96864 —0.00018
6 233 0002552 1.96274 —0.00005
8 3.62  0.005470 1.94705  0.00033
9 5.0  0.008751 192874  0.00010
10 640 0011668 191238 -0.00019 > CALC. #2
BEST FIT FLOTATION RATE = —5.509 :
BASE OF CELL/  UTS DX(CM) ABS R
1733 101 7.2326
1833 1.00  7.2333 .

Fig. 2. Data format for computer flotation rate calculations
showing complete input data and best-fit flotation rate and
base-of-cell output data.

can be run ét the same time after drawing, we have
checked the stability of the low-density peak flotation
rate by different runs from the same sample over a

- period of 43 days. The corrected best-fit data shown

in Table I show no observable deterioration of the
sample in so far as flotation rate of the major S; 0-12
peak is conecerned. In two normal male and female
populations, each consisting of 16 individuals be-
tween the ages of 35 and 49, we have computed mean
corrected best-fit flotation rates. Table II presents
the means, standard deviations and standard errors
for these small male and female populations. The dif-
ference in S; values, 6.32 Svedbergs for the males
and 7.34 for the females, is significant at the 1% level
(by the t-test). Since S; rates in this region of the
lipoprotein spectra are more sensitive to slight dif-
ferences in lipoprotein hydrated density than to dif-
ferences in molecular weight, this difference in rate
may suggest a difference in chemical composition. We
estimate that, in this region, a 3% increase in glye-
eride or a decrease of 2% in protein (by weight)
would cause an increase in S; rate of about one Sved-

TABLE I
Stability of Flotation Rates, Serum Sample No. 573

Lipoprotein Age St value
Run fraction (days) (Sved- Remarks
bergs)
1 St 0-108 7 6.42
2 St 0—108 7 643
3 St 0—-10° 8 6.20 Stndent lab
4 St 0-108 8 6.19 Student lab
5 St 0-202 11 6.32 Two prep runs (mini-
mize solvent back flow)
6 St 0208 12 6.28 Two prep runs (mini-
mize solvent back flow)
7 St 0-10° 12 6.23 Prep rerun (after re-
mixing 1st prep run)
8 St 0—-10° 13 6.15 Prep rerun and
analytiec rerun
9 Sg 0-10° 13 6.18 Prep rerun (after re-
mixing 1st prep run)
10 St 0-10° 26 6.32
11 Sz 0-10° 26 6.55
12 St 0—10° 28 6.25 Separates St 0—20, St
20-105, then remix
13 Sr 0-202 28 6.13 Two prep runs (mini-
mize solvent back flow)
14 St 0-10° 35 6.30 Pool two fractions
(stored 11 days)
15 Sg 0-108 43 6.50
16 S8t 0-10° 43 6.41

Mean S; rate (16 samples) = 6.30 == 0.12 Svedbergs.
a No VLD (8¢ 20-105) lipoproteins present.
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TABLE IL
Flotation Rates of 8t 0—12 Component,
16 Cases, Ages 35-49 Years
Mean SD SE
Normal males 6.32 0.92 0.24
Normal females 7.34 0.75 0.19

berg. Previous studies by Oncley et al. (8) have
yielded corresponding experimental differences in S
rate and protein content within subfractions of the
St 0-12 lipoprotein class. Since the lipid compositions
of the male and female S; 0-20 class lipoproteins are
closely similar (2), it seems more likely that these S;
rate differences may be the result of differences in
protein content.

Our values for flotation rates are somewhat lower
than those reported by Mills and Wilkinson (9), who
in their study of English males obtained peak S: rates
of 7-10 Svedbergs. However, their method of cor-
rection for concentration dependence and their con-
stant for the flotation versus concentration correction
differed from ours.

Lipoprotein Distribution and Serum
Protein Analysis

At this point we would like to extend our perspec-
tive beyond the lipoproteins and to consider potential
relationships between the other principal serum mac-
romolecules, i.e., the serum proteins. These relation-
ships would be certainly of interest in the full dis-
cussion of the metabolic role of lipids. A logical
question arises as to how one can accurately measure
serum protein or those protein macromolecules ex-
clusive of the lipoproteins. In the past, total serum
protein usually has been measured by a variety of
techniques, including both chemical and physical
methods. The former include measurement of total
protein nitrogen by modifications (10) of the original
Kjeldahl procedure or by such colorimetric reactions
as the Folin reagent developed by Lowry et al. (11),
or the biuret reagent described by Gornall et al. (12).
These chemical methods have certain limitations; for
example, each elass of protein may have slightly dif-
ferent nitrogen or tyrosine and tryptophane content.
Further, the analytical methods themselves are diffi-
cult to carry out with accuracy and reproducibility.
On the other hand, physical methods for quantitative
serum protein analysis ineluding electrophoretic (13)
and ultracentrifugal (14) techniques usually lack
either precision and/or simplicity.

Serum Refractometry

For over 60 years, the serum proteins have been
determined by refractometry (15). This measure-
ment, however, includes both the serum small mole-
cule background as well as the total content of serum
lipoprotein macromolecules. Because the small mole-
cule background is nearly constant, and a valid cor-
rection ecan be applied, this method actually measures
quite accurately the total serum macromolecules. The
measurement of serum proteins by refractometry has
recently been reviewed extensively by Naumann. (16),
yet the influence of serum lipoproteins on the accu-
racy of this method for total serum protein measure-
ment has not been fully discussed. For instance,
serum lipoprotein content contributes considerable
variability to the serum macromolecular measure-
ment. Also, lipoprotein specific refractive inerements
(17-19) are different for each lipoprotein class and
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are substantially lower than those of the uncomplexed
proteins (20).

Sinee lipoproteins are measured in salt solutions of
various densities and refractive indices, there is a
slight complication in evaluating the refractive index
contribution of the total lipoprotein speetra as mea-
sured by total serum refractometry. What is required
is knowledge of the change in the specific refractive
increments of each lipoprotein class with change in
the refractive index of the reference medium. For
macromolecules of small particle-size, the relationship
is approximately given by the familiar formula (21,
22): dn/de=3n,(m? —1)/2D(m2 + 2) where D is
the density of the anhydrous macromolecule, ny, the
refractive index of the solvent, and m is the ratio of
the refractive index of the solute to the solvent. Fig-
ure 3 shows the almost linear form of this relation-
ship in which the various curves are slightly displaced
(or rotated) to fit through available experimental
specific refractive increment values and the calculated
or estimated refractive index of the anhydrous mae-
romolecule. Thus, from these relationships, it is pos-
sible to convert the measured refractive increment
of each lipoprotein class to the appropriate value it
would have in a serum background environment.

We have made the above calculations for our nor-
mal male and female lipoprotein data. Very low-
density and low-density lipoprotein values were mea-
sured by precision refractometry (19) at 5893 A and
high-density data evaluated from ultracentrifugal
analysis (2) at 5460 A. Thus, for very low-density
lipoproteins (8¢ 20-10%), a specific refractive inere-
ment of 0.00158 A n/g/100 ml (19) as measured in
0.199 molal NaCl is used. For low-density lipopro-
teins (8; 0-20), a specific refractive increment of
0.00154 (18) as measured in 1.745 molal Na(l is used
with correction to an anticipated value of 0.00166
A n/g/100 ml in 0.199 molal NaCl. High-density
lipoproteins were measured in 0.199 molal NaCl plus
2.771 molal NaBr using a specific refractive inere-
ment of 0.00149 A n/g/100 ml. Similarly, corrections .
were made using a value of 0.00173 A n/g/100 ml for
high-density lipoproteins in 0.199 molal NaCl. Be-
cause of the unecertainty of the high-density specific
refractive increment, no correction was made for
dispersion.

Extrapolation to 5893 A of the Perlmann and
Longsworth (20) specific refractive increment data
for the serum proteins {(at 5770 A, and 5460 A and
4358 A) was made using a best-fit Cauchy plot. From
this it was estimated that the refractive increment
of the serum proteins (such as serum albumin and

0.199 Molal NoCl p, 1006 g/ml
'?\ 1.747 Molal NaCl g, 1.085 g/m!

& e, 0199 Malol NoCl, 2.771 Malal NaBr A Acmstrong et al. (58934)
> e P 7203 :/m, © Honig ond Shainoff (5460 X)
20" i o .

0.002

SRI
An/g/100 mi

(54604}

on rh, .
eatrapolated (58934)

0.001 - ..
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F1¢. 3. Relationship between specific refractive inerement
of serum proteins and lipoprotein classes and the refractive
index of the reference media.
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globulin) would be approximately 1% lower at
5893 A. Accordingly, we have used a specific refrac-
tive increment of 0.00185 A n/g/100 ml for calcula-
tions of total serum protein content.

The refractive index contribution of the serum
small molecule background was evaluated from the
2nd ml infranatant of an unaltered serum prepara-
tive run with corrections for sedimentation of the
small molecule solutes (19). Subtracting the cor-
rected lipoprotein and serum background refractive
inerements from the total serum refractive increment
(5893 A) measured by precision refractometry (23)
yields the total serum protein macromolecules, whose
densities are greater than 1.20 g/ml, excluding essen-
tially all the known lipoproteins. Such a measure-
ment, of course, includes complex proteins such as
mucoproteins and any lipoproteins that might exist
in the density region of 1.20-1.33 g/ml. The amounts
of both are normally very small.

Results and Discussion

The mean values and standard deviations of serum
protein concentrations determined from our refrac-
tometric data, together with the calculations by other
formulas are given in Table III. For the purposes
of clarity and comparison with other serum protein
data, we have defined three quantities: these are total
serum macromolecules, total serum protein (exclud-
ing all the known lipoproteins) and total real protein
(which includes the protein moieties of the serum
lipoproteins). Thus, these values illustrate the some
900 mg% contribution of the lipoproteins to the total
serum macromolecules, approximately 300 mg% of
which is lipoprotein protein. Within our small popu-
lation, no significant differences were observed be-
tween males and females in either total serum protein
or total real protein. We have broken our data into
these components because of the procedure for cali-
bration of the refractometric method (16). The usual
calibration has been to compare refractive increment
above the water reference against, either total real
serum protein evaluated by conventional chemiecal
methods, or a standard protein solution, such as
serum albumin. The former procedure ignores the
contribution of nonprotein moieties of the serum mae-
romolecules, particularly the lipoproteins of density
less than 1.20 g/ml. On the other hand, the latter,
neglecting differences in specific refractive inerement,
would approximate the serum content of total macro-
molecules. Table III also presents the usual calcu-
lations, showing the wide discrepancies observed be-
tween the standard regression formulae (24-26).

Figure 4 shows all the components measured by
serum refractometry, together with the mean refrac-
tive inerement values and their standard deviations
for our small populations. It is apparent that neither
the total serum proteins (excluding the known lipo-
proteins) nor fotal real protein can be measured ac-
curately by serum refractometry unless the total
content of serum lipoproteins is considered. Although

TABLE III

Serum Protein Concentrations
16 Males, 16 Females, 35—49 Years

Method Males Females
Total serum macromolecules 8,158 = 462 8,133 = 465
Total real protein 7,625 = 415 7,653 * 482
Total serum protein 7,263 = 420 7,287 = 485
Sunderman? (1944) 6,882 £ 430 6,797 = 447
Drinkman-McKeon? (1962) 6,795 = 287 6,738 = 298
Bausch and Lomb? (1963) 7,831 * 442 7,744 * 459

2 Usual A n calculations.
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SERUM COMPONENTS (included with An measurement)
16 males, 16 females; 35-49 years

TMserum™ "~ "7
SERUM PROTEIN
{Non lipoprotein protein)
P{an)
o = 0.01351 £0.00078
Z(Bn) Q = 0.01346 +0 00090

¢ = 0.01704 £0.00084
¢ = 0.01688 +0.00088

TOTAL SERUM
MACROMOLECULES

( HDLPL
hot [[E==q] TOTAL SERUM LIPOPROTEINS LopI—
LDL TLP(an) VLD
VLDL ¢ o = 000154 £0.00028 _ oTAl
¢ = 0.00152 £0.00032 REAL
SERUM SMALL MOLECULE PROTEIN
BACKGROUND

: SMB(an]
o = 0.00202 +0.00004
Q = 0.00188 +0.00004

F1e. 4. Serum components included with A n measurement
giving mean values = standard deviations for 16 males, 16
females, 35-49 years.

the usual differences in serum lipoprotein content be-
tween the males and females were observed (27,2),
it is interesting to note the significantly (P > 0.01)
elevated serum small molecule background in the male
group. This is of additional interest in that the stan-
dard deviations of these values are only slightly
higher than the relative accuracy of the precision re-
fractometry itself.

The individual caleulation for total serum protein
(excluding the lipoproteins) are plotted in Figure 5,
along with the regression formulas of Sunderman
(24), Drinkman-MeKeon (25) and Bausch and Lomb
(26). Gross discrepancies for total serum protein
amounting to the order of 1,000 mg%, as calculated
by these regression formulas, are readily apparent.
It is therefore understandable why in the past this
refractive index method for serum protein determina-
tion has been in a state of controversy, and has not
received widespread acceptance as a reliable analytic
procedure. However, considering the accuracy of pre-
cision refractometry of serum as well as the accuracy
of the calculated contributions of lipoproteins to the
total serum refractive increment, this improved ver-
sion of serum refractometry should have great poten-
tial accuracy. It further would have the stability
inherent in a physical rather than a chemical mea-
surement. Here our anticipated accuracy, based on

TOTAL SERUM PROTEIN
{Refractive index calculations)

12 T T
- Bausch and Lomb,
Wl P =524 (An) - 110
E
s
:U’ 8 _L_
< + Normal range
$ L
S -
s f
E — —
,2, 4 Drinkman and McKeon, ]
2 \ P = 340 {An)+10
55’ I Sunderman, T
T2 L ke P =510 (An) - 18] -
| © Female |
0 L { L
0.010 0.015 0.020 0.025

Msera = ‘qnzo

Fic. 5. Individual total serum protein values for our male
and female populations showing the three commonly used re-
gression formulae.
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the limiting factor of reproducibility of lipoprotein
analysis (a standard error of measurement of ap-
proximately =5%), should be the order of 50-100
mg% for total serum proteins (exclusive of the lipo-
proteins). Such factors as small differences in spe-
cific refractive increment among various classes of
serum proteins (17,20), which would be the order of
1%, also must be considered. However, such a revised
measurement of total serum protein with a potential
error in the neighborhood of 1-2% represents sub-
stantial improvement over the refractometric method
whose several regressive formulas differed by as much
as 15% within the normal range of serum values!
If it were necessary to isolate and measure lipo-
proteins either by refractometry or the ultracentri-
fuge to make all these corrections, (which also has
been done with a small computer program) such a
method of defining total serum macromolecules, total
real protein and nonlipoprotein protein would per-
haps have limited application. However, lipoproteins
and lipoprotein A n may be estimated adequately for
this correction from serum lipid measurements. In
general, either total serum lipid, or a combination of
serum triglyceride and cholesteryl ester values may
be used to calculate total lipoprotein A n. However,
for the females, inclusion of serum phospholipid
tends to improve the calculation slightly. Table IV
presents regression formulas for total lipoprotein A n
as calculated from total serum lipid and from com-
binations of serum triglyceride, serum cholesteryl
ester and serum phospholipid. The correlation coef-
ficients refer to the relationship between the total
lipoprotein A n obtained from actual lipoprotein
measurement and the derived A n value calculated
from total lipid data. It is to be understood that
these values are slightly higher than the correlation
coefficients to be expected when the regression for-
mula is used to prediet A n in another population.
This is because the coefficients were caleulated by a
least squares method to optimize the relationship of
the derived A n variable to the calculated A n value
(within one population). Random variation of values
would therefore tend to lower the correlation when
the same regression coefficients are used for predic-
tion in another population. It is evident, however,
that lipoprotein A n can be estimated with consider-
able accuracy from these serum lipid parameters.
Perhaps the most promising application of this method
may be its value as a screening test for possible lipid
or protein abnormalities. This would be especially
true for small animal studies because of the very lim-

TABLE IV
Regression Formulas for Total Lipoprotein A n®

Normal males

An (TLP)—l 704K (TGL)40.00015 r=0.96
An (TLP)=1.248K (8TG)-}+3.605K (SCE)+0 00011 r=0.98
An TLP) 0.860K (8TG)+1.803K (SCE) 4

3.454K (SPL)—0.00018 r=0.99

Normal females

An (TLP)=1.867K (TGL)+40.00017 r=0.95
An (TLP)=2.558K (8TG)+3.776K (SCE)+4-0.00015 r=0.90
An (TLP)=0.335K (8TG)+2.269K (SOE)+

3.690K (SPL)—0.00020 r=0.95

a Lipid abbreviations are: TLP (total lipoprotein), TGL (total
gravimetric lipid), STG (serum triglyceride), SCE (serum cholesteryl
ester) and SPL (serum phospholipid). Lipid values are in mg/100 ml.
K =10-% (mg/100 ml)-1,

LINDGREN ET AL.: LIPOPROTEIN DISTRIBUTION IN SERUM 285

ited amounts of serum required for analysis. Thus,
serum refractometry can be done on one drop of
serum and the serum cholesteryl ester and triglye-
eride can be done simultaneously by the high resolu-
tion infrared spectrometry technique of Freeman (28)
on as little as 0.050 ml of serum. Further, the infra-
red lipid analysis has been partly automated (29)
and is sufficiently simple and reproducible that com-
plete automation appears to be possible.

In order to utilize serum refractometry to measure
accurately the nonlipid-containing serum macromole-
cules, it is necessary to measure or estimate the serum
lipoprotein spectra. This revised technique may be-
come important because of possible interrelationships
between serum protein and lipid metabolism. In the
present preliminary study of normal males and fe-
males, however, only low order nonsignificant corre-
lations were observed. Yet, in many of the known
hyper- and hypoproteinemias (16), where both lipid
and protein abnormalities may exist, there indeed
may be fruitful application of precision serum re-
fractometry in combination with measurement or esti-
mation of the serum lipoproteins.
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